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Recall ADMM

I We have the following constrained problem:

minimize f(x) + g(z)
subject to Ax+Bz = c

I Augmented Lagrangian:

Lρ(x, y) = f(x) + g(z) + yT (Ax+Bz− c) + (ρ/2)‖Ax+Bz− c‖22.

I Iterative:
xk+1 := argminx Lρ(x, z

k, yk)
zk+1 := argminz Lρ(x

k+1, z, yk)
yk+1 := yk + ρ(Axk+1 +Bzk+1 − c)

I Note here A and B are not necessarily to be full rank.
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Problem setup for FISTA

I For FISTA, we deal with the following problem:

minimize f(x) + g(x)

where g : Rn → R is continuous convex function and possibly
nonsmooth. f : Rn → R is smooth convex function and continuous
differentiable with Lipschitz constant L(f):

‖∇f(x)−∇f(y)‖ ≤ L(f)‖x− y‖

, People also say µI 4 ∇2f(x) 4 LI.

I This is equivalent to:

minimize f(x) + g(z)
subject to x− z = 0.
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Revisit of Gradient Descent

I Solving minimize f(x) + 0, we have the update

xk = xk−1 − tk∇f(xk−1)

I It’s said that it is well known this iteration can be viewed as a
proximal regularization of linearized f at xk−1:

xk = argmin
x
{f(xk−1)+ < x−xk−1,∇f(xk−1) > +

1

2tk
‖x−xk−1‖2}

I Complete the square:

xk = argmin
x
{ 1

2tk
‖x− (xk−1 − tk∇f(xk−1))‖2}

I If we have g(x) = λ‖x‖1, this goes to (ISTA):

xk = argmin
x
{ 1

2tk
‖x− (xk−1 − tk∇f(xk−1))‖2 + λ‖x‖1}
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Approximation Model

I Given L > 0 (this L is just a constant we select), we can
approximate F (x) := f(x) + g(x) by

QL(x, y) := f(y)+ < x− y,∇f(y) > +
L

2
‖x− y‖2 + g(x),

I It has a unique minimizer:

pL(y) := argmin
x
QL(x, y).

Same as before, we can get:

pL(y) := argmin
x
{g(x) + L

2
‖x− (y − 1

L
∇f(y))‖2}.

The ISTA step reduces to the follows:

xk = pL(xk−1)

I Note that if L is big, say L > L(f),

f(x) ≤ f(y)+ < x− y,∇f(y) > +
L

2
‖x− y‖2

Precursors: problem setup and lemmas 6



Important Lemma

I Let y ∈ Rn and L > 0 be such that

F (pL(y)) ≤ Q(pL(y), y),

Then for any x ∈ Rn,

F (x)− F (pL(y)) ≥
L

2
‖pL(y)− y‖2 + L < y − x, pL(y)− y >

I This guarantees that our target function is decreasing, thus can be
taken as a backtracking checking criterion.

I From the former slide, if L is quite large, the assumption is
guaranteed. However, tk = 1

L can be small. Therefore we would like
to choose L as small as possible which can still make the
assumption satisfied. In other words, we need to approximate L(f).
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Quick proof

We have
F (x)− F (pL(y)) ≥ F (x)−Q(pL(y), y),

Since f , g are convex, we have

f(x) ≥ f(y)+ < x− y,∇f(y) >
g(x) ≥ g(pL(y))+ < x− pL(y), ∂g(y) >

Summing up these two inequalities,

F (x) ≥ f(y)+ < x− y,∇f(y) > +g(pL(y))+ < x− pL(y), ∂g(y) >

Recall

QL(pL(y)) := f(y)+ < pL(y)− y,∇f(y) > +
L

2
‖pL(y)− y‖2 + g(pL(y))

Note there is an implicit relation

∇f(y) + L(pL(y)− y) + ∂g(y) = 0
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Quick proof

Therefore,

F (x)− F (pL(y)) ≥ F (x)−Q(pL(y), y)

≥ −L
2
‖pL(y)− y‖2+ < x− pL(y),∇f(y) + ∂g(y) >

= −L
2
‖pL(y)− y‖2 + L < x− pL(y), y − pL(y) >

= −L
2
‖pL(y)− y‖2 + L < pL(y)− x, pL(y)− y >

= −L
2
‖pL(y)− y‖2 + L < pL(y)− y + y − x, pL(y)− y >

=
L

2
‖pL(y)− y‖2 + L < y − x, pL(y)− y >
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Two modes of ISTA

I ISTA with constant stepsize.
Input: L := L(f)
Step0. Take x0 ∈ Rn.
Stepk. (k ≥ 1) Compute

xk = pL(xk−1)

.
I ISTA with backtracking.

Step0. Take L0 > 0, some η >1, and x0 ∈ Rn.
Stepk. (k ≥ 1) Find the smallest nonnegative integer ik such that
with L̂ = ηikLk−1,

F (pL̂(xk−1)) ≤ QL̂(pL̂(xk−1), xk−1)

Set Lk = ηikLk−1 and compute

xk = pLk
(xk−1)
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FISTA

I FISTA with backtracking stepsize.
Step0. Take L0 > 0, some η >1,, y1 = x0 ∈ Rn, t1 = 1.
Stepk. (k ≥ 1) Find the smallest nonnegative integer ik such that
with L̂ = ηikLk−1,

F (pL̂(xk−1)) ≤ QL̂(pL̂(xk−1), xk−1)

Set Lk = ηikLk−1 and compute

xk = pLk
(yk)

tk+1 =
1 +

√
1 + 4t2k
2

yk+1 = xk + (
tk − 1

tk+1
)(xk − xk−1)
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About tk
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About Stepsize
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Convergence Rate of ISTA and FISTA

If βL(f) ≤ Lk ≤ αL(f), which is guaranteed by our backtracking,
I For ISTA,

F (xk)− F (x∗) ≤
αL(f)‖x0 − x∗‖2

2k
Actually. it’s

F (xk)− F (x∗) ≤
αL(f)‖x0 − x∗‖2

2k
−

αL(f)

2k
(
β

α

k−1∑
n=0

n‖xn − xn+1‖2 + ‖x∗ − xk‖2)

I For FISTA,

F (xk)− F (x∗) ≤
2αL(f)‖x0 − x∗‖2

(k + 1)2

(FISTA is faster than ADMM. In my opinion, generally this can be
tricky.)
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Speed Limit

Nesterov (2004) gives a simple example of a smooth function for which
no method that generates iterates of the form xk+1 = xk − αk∇f(xk)
can converge at a rate faster than 1

k2 , at least for its first n/2 iterations.

A =


2 −1 0 ... 0
−1 2 −1 ... 0
0 .. .. 0
: .. :
0 ... 0 −1 2


f(x) = 1/2xTAx− eT1 x. It can be shown? that

f(xk)− f(x∗) ≥
3L‖x0 − x∗‖2

32(k + 1)2
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